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I. INTRODUCTION 

The classification of objects is widely used in any field 

where present processing of multivariate data. Classification 

of objects can be considered as identification (assigning the 

sample to a certain class of objects), discrimination 

(separating the studied samples into groups), as well as 

clustering (identifying homogeneous groups of objects) [1], 

[2].  

Supervised classification methods (discriminant analysis, 

support vector machine, soft independent modeling for class 

analogies, artificial neural networks) require a set of samples 

with the known class membership (training set) to develop 

classification rules. The training set must be representative 

and contain all information about the task. Unsupervised 

classification methods (hierarchical clustering, k-means 

method) require information about the number of classes. 

Thus, the application of both supervised and unsupervised 

classification algorithms is impossible without information 

about the number of classes. But the number of classes is not 

always known (for example, novel experimental data) [3]‒

[5]. 

This paper aims to realize and verify the new clustering 

algorithm based on a combination of unsupervised Kohonen 

neural network and supervised probabilistic neural network. 

The proposed classification procedure allows to assign the 

objects to certain classes based on a set of their characteristics 

without a priori information about the number of classes and 

without a training set.  

 

II. THEORY AND DATA PROCESSING DETAILS  

A. Proposed Clustering Algorithm  

For the first time, the proposed clustering algorithm was 

described in [2] and used for solvent classification.  

This paper presents the results of a comparison of the 

proposed clustering algorithm with traditional clustering 

algorithms using model data sets.  

The core of the idea is the combination of unsupervised 

Kohonen neural network [6] with supervised learning 

probabilistic neural network [7]. The role of Kohonen neural 

network is to determine the first training data set for 

probabilistic neural network. Kohonen neural network was 

created with different numbers of input neurons. We took the 

number of neurons from 3 and above. The first training data 

set for probabilistic neural network included the objects 

which were assigned to the same classes independently to the 

number of neurons. The remaining objects were divided into 

testing sets and classified by means of probabilistic neural 

network. A leave-one-out cross-validation [8] was used for 

verification and correction of the obtained classification.  

The algorithm was designed as M-script in Matlab 7.11b 

software.  

The proposed algorithm was tested in the classification of 

different data sets with a variable parameter of the algorithm 

(the number of neurons for Kohonen network).  

B. Data Sets  

Two well-known multivariate model data sets were used in 

this work for testing the proposed classification algorithm: 

1) The data set of iris flowers contains information on 150 

samples, each of which is characterized by four numerical 
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features (sepal length and width, petal length and width). The 

iris flower samples are divided into three classes, each 

containing 50 samples [9]. 

2) The wine data set contains the results of determining 13 

features of 178 Italian wine samples belonging to three 

classes (59 wines of the first class, 71 wines of the second 

class, 48 wines of the third class) [10].  

And one more data set. Model data with a two-hierarchical 

structure represents a set of 41 samples, and these samples 

can be assigned both to three classes and to nine classes (Fig. 

1).  

 
Fig. 1. Model data with a two-hierarchical structure. 

 

C. Traditional Clustering Methods  

Hierarchical clustering is a common method in data 

analysis [11]. Its essence is that at each step the object is 

considered as a separate cluster. The process of merging 

clusters is an identification of the two closest clusters by use 

of an appropriate distance. There are a variety of possible 

metrics: single-linkage (nearest neighbor), complete-linkage 

(farthest neighbor), median-linkage, centroid-linkage, Ward-

linkage. 

K-means clustering [12] and fuzzy k-means clustering [13] 

are also common methods for solving classification 

problems. Action of K-means clustering is to minimize the 

total squared deviation of cluster points from the centers of 

these clusters. Fuzzy clustering methods allow the same 

object to belong to several (or even all) clusters at the same 

time but with different degrees of membership. Fuzzy 

clustering is more appropriate for objects located on the 

border of clusters.  

 

III. RESULTS AND DISCUSSION 

Auto-scaling transformation of data sets was performed 

due to the large range of initial data [14]: 

 

𝑥𝑖
𝑛𝑜𝑟𝑚 =

𝑥𝑖−𝑥̅

𝑠𝑡𝑑(𝑥)
, i = 1, 2, …, N  (1) 

 

where xnorm  is modified values of parameters, 𝑥̅ is mean value 

of the corresponding parameter, xi is initial values of 

parameters, std (x) is standard deviation of the corresponding 

parameter.  

The classification error was estimated as the proportion of 

incorrectly classified objects [7]: 

 

𝑃 =
𝑛

𝑁
,   (2) 

where n is the number of objects classified wrongly, and N is 

the total number of objects.  

The results of clustering iris flowers data set using different 

methods are shown in Table I. The minimum classification 

error is observed as the result of using proposed classification 

procedure with the number of neurons for Kohonen neural 

network from 3 to 10. The classification errors for the 

proposed procedure with the other numbers of neurons are 

also less than for traditional clustering algorithms. One can 

observe the decreasing of proportion of incorrectly classified 

objects with the increasing number of neurons for Kohonen 

neural network. 

 
TABLE I: RESULTS OF CLUSTERING IRIS DATA SET  

Method P, % 

Single-linkage clustering 32.7 

Complete-linkage clustering 15.3 

Median-linkage clustering 10.0 

Centroid-linkage clustering 32.0 

Ward-linkage clustering 9.3 

K-means clustering 11.3 

Fuzzy k-means clustering 10.7 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 6) 
6.0 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 7) 
4.0 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 8) 
4.0 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 9) 
2.6 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 10) 
1.3 

 

The results of clustering wine data set using different 

methods are shown in Table II. The minimum classification 

errors is observed as the result of using the proposed 

procedure with the number of neurons for Kohonen network 

from 3 to 7 and from 3 to 9. 

For the wine samples, one can see some variation in the 

error, which reaches minimum values at odd values of the 

number of neurons. This can be explained by the high 

complexity of data on wine samples for classification, 

because each sample has a large number of characteristics, 

compared to other data sets. 

 
TABLE II: RESULTS OF CLUSTERING WINE DATA SET 

Method P, % 

Single-linkage clustering 69.1 

Complete-linkage clustering 32.6 

Median-linkage clustering 33.1 

Centroid-linkage clustering 49.4 

Ward-linkage clustering 32.6 

K-means clustering 36.0 

Fuzzy k-means clustering 32.6 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 6) 
41.6 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 7) 
28.7 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 8) 
35.4 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 9) 
29.2 

Proposed algorithm (number of neurons for Kohonen network 

from 3 to 10) 
33.1 
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Results of clustering model data set with a two-hierarchical 

structure into 3 and 9 classes using different methods are 

given in Table III. The zero classification error is observed 

for all traditional clustering algorithms except fuzzy k-means 

clustering.  

The proposed procedure corrects the classified model data 

set with a two-hierarchical structure into 3 classes using 

number of neurons for Kohonen network from 3 to 10. 

Results obtained by using of proposed procedure with other 

numbers of neurons for Kohonen network are characterized 

by high values of classification error.  

The proposed procedure correctly classified the model data 

set with a two-hierarchical structure into 9 classes using the 

number of neurons for Kohonen network from 3 to 7 and from 

3 to 9. 

 
TABLE III: RESULTS OF CLUSTERING MODEL DATA SET WITH A TWO-

HIERARCHICAL STRUCTURE  

Method 

P, % 

Three 

classes 

Nine 

classes 

Single-linkage clustering 0.0 0.0 

Complete-linkage clustering 0.0 0.0 

Median-linkage clustering 0.0 0.0 

Centroid-linkage clustering 0.0 0.0 

Ward-linkage clustering 0.0 0.0 

K-means clustering 0.0 0.0 

Fuzzy k-means clustering 13.4 13.4 

Proposed algorithm (number of neurons for 

Kohonen network from 3 to 6) 
34.1 7.3 

Proposed algorithm (number of neurons for 

Kohonen network from 3 to 7) 
36.6 0.0 

Proposed algorithm (number of neurons for 

Kohonen network from 3 to 8) 
34.2 7.3 

Proposed algorithm (number of neurons for 

Kohonen network from 3 to 9) 
39.0 0.0 

Proposed algorithm (number of neurons for 

Kohonen network from 3 to 10) 
0.0 19.5 

 

IV. CONCLUSIONS  

An applicability to solving complex classification tasks of 

the new clustering approach has been studied. The proposed 

clustering algorithm is based on the combination of Kohonen 

and probabilistic neural networks, and does not use a priori 

information about the number of classes and training set. The 

proposed clustering algorithm is quite competitive compared 

to traditional methods. The optimal number of neurons for 

Kohonen neural network for the realization of the proposed 

classification procedure is from 3 to 7 or from 3 to 9.  

The proposed clustering algorithm can be used as an 

exploratory analysis of multidimensional data sets.  
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