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Abstract: complaints arising from neurological disorders continue to increase today. At the same
time, studies on diagnosis and treatment methods in medicine are increasing as technology advances.
With the increasing interest in these areas, studies have been carried out on various diagnosis and
follow-up systems related to Parkinson's disease. For this purpose, in this study, we studied the
classification of a data set consisting of various voice recordings for each patient with the designed
deep learning architecture in order to assist in the more objective diagnosis of Parkinson's disease.
Although it is important for the estimation of the study to find different sound samples of each subject
in the data set, it is not known how much these recordings represent all the sound recordings of the
person. Recurrent neural networks, which are a deep learning architecture, are an efficient system
that can achieve high success in voice data and can be preferred in the diagnosis and follow-up of
Parkinson s disease. However, this study showed that in such a network design, much larger and more
diverse data are needed to increase the classification rate, to make more accurate predictions in the

field of medicine, and to make remote diagnosis.
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Introduction Today, patients have to go to the hospital

Neurological diseases have affected and in order to diagnose the disease and follow the
continue to affect a lot of people all over the process, and this leads to loss of time and cost.
world from past to present. In addition, the This is because the examination needs to be
number of people dying from neurological repeated when the disease is active and passive.
causes is increasing day by day. It is known In this process, when the patients are examined
that the frequency of encountering Parkinson’s by specialist doctors and the symptoms are
disease varies depending on factors such as age  followed, disagreements may arise due to
and gender. It is thought that Parkinson’s disease, = subjective diagnoses. At this stage, it is believed
which occurs at an early age, is caused by genetic  that the development of a successful decision
factors [1,2]. The symptoms of Parkinson’s  support mechanism that helps the diagnosis
disease are increasing and its progression cannot  and follow-up of doctors will be beneficial for
be stopped [3]. patients and doctors. Thus, time and workload
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will be saved and the cost will be kept lower due
to early diagnosis [1]. A lot of research has been
done on the relationship between Parkinson’s
disease and speech, and it has been proven
how much they are related to each other [4].
In addition, it was concluded that with the
progression of the disorder, the voice could not
be used efficiently enough during speech [5].
In this study, it has been studied to develop a
decision support system that can help doctors in
diagnosing Parkinson’s disease and following
the disease. It is aimed that the designed deep
learning network can distinguish individuals with
Parkinson’s disease from healthy individuals
and classify them successfully. Various studies
have been carried out with machine learning
methods on the classification of voice data in
Parkinson’s disease and relevant results are
presented. However, studies on the classification
of audio data with deep learning architectures
are extremely inadequate.

Aim

In this study, it has been studied to develop
a decision support system that can help doctors
in diagnosing Parkinson’s disease and following
the disease. It is aimed that the designed deep
learning network can distinguish individuals with
Parkinson’s disease from healthy individuals and
classify them successfully.

Materials and methods

One of the main symptoms in the diagnosis
of Parkinson’s disease is voice disorders. Voice
disorder symptoms have an important place in
the diagnosis of the disease and in the follow-up
of the progress of the disease [1].

Data collected for a previous study was
used in this study. Relevant data were obtained
from 20 Parkinson’s disease patients (14 men,
6 women) who applied to the Neurology Depar-
tment of Istanbul University Cerrahpasa Faculty
of Medicine and 20 healthy subjects (10 men,
10 women) who applied to the same unit.

The subjects were told 26 different sound
samples and their voices were recorded. These
sound samples consisted of numbers, words,
continuous vowels, and short sentences.

In the study, classification was made with
Recurrent Neural Networks (RNN), which is a
deep learning architecture.
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The connections between the units of the RNN
form a directed loop. This loop allows behavior
to be processed temporally and dynamically.
Recurrent Neural Networks can use their
input memory to process inputs randomly [6].
It is assumed that all inputs and outputs are
independent of each other in systems where the
data is image. On the contrary, if the system to be
created depends on the time variable, there is no
independence. The RNN architecture is built on
sequential information processing and is called
recurrent because it continues based on previous
outputs for each item in the array [7].

Recurrent Neural Networks evaluate previous
information and what they have learned at the
moment together. In RNN, the input of the next
operation is the output of the previous operation.
Therefore, it differs with feedforward neural
networks [8].

Figure 1. Recurrent Neural Network [9]

RNN architecture operates on the memory
it has. This memory is required for output that
needs input data with a pattern. Such datasets
cannot be trained with feedforward networks.
For this reason, recurrent neural networks are
needed in such datasets from language, text and
sensors [10].

Recurrent neural networks have produced
fertile results in many natural language
processing studies. At this point, the most
frequently used type of RNN is Long Short Term
Memories (LSTM).
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Various application areas of RNN architecture
are as follows;

e Machine translation

e Speech recognition

e Language modeling and text creation [8].

LSTM network structures, which is a type of
RNN architecture, have been designed to solve
long-term dependencies encountered in practice.
The results of LSTM architectures in speech/text
processing areas are extremely good [9]. The
LSTM architecture, which was first introduced
by Hochreiter and Schmidhuber, was mentioned
in 1997 [11].

In the LSTM architecture, a forget gate is
added to prevent memorization and reset itself,
and surveillance connections have been added to
make learning positioning easier [12,13].

Results

After the researches and the codes written, the
success rate of diagnoses made with voice data in
Parkinson’s disease was examined. The training
set consists of data containing 26 different voice
samples from 40 subjects.

The data used in deep learning training are
labeled as 1 if the subject is a patient, O if not.
These labels are recorded in the table.

The deep learning architecture running in the
background makes classification by scanning
the loaded data. It makes the classification in
the way he learns from the data it uses in edu-
cation.

® The relevant data set was transferred to the
MATLAB (Matrix Laboratory) workspace
and divided into training, validation and
test set.

Network design was done through the deep
network designer toolbox.

The accuracy of the network structure was
analyzed and the error-free neural network
was imported. (Fig. 2)

The training preferences of the neural
network are set and the network training
is started.

The training process was followed on
the graph. Accuracy and loss rates were
followed and worked to get the most
appropriate result.

The accuracy, sensitivity and specificity of
the trained neural network were measured.
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Figure 2. Deep Network Designer
Toolbox-network design

The accuracy, sensitivity and specificity
results obtained on the classification of sound
samples are shown in Table 1.

Table 1. Accuracy, sensitivity and specificity
results obtained using the k nearest

neighbor algorithm
Sensitivity Specificity
(1)
k | Accuracy (%) (%) (%)
1 57,69 57,30 58,33
2 52,40 53,00 48,00
3 53,85 62,80 51,50
4 49,04 56,80 47,40
5 52,40 49,70 73,90
Conclusions

In machine learning methods, features must
be introduced to the network in order for the
network to be able to classify. In deep learning,
the features do not need to be introduced to the
network in order for the system to perform the
classification. In the study, the classification was
made with a dataset in which many different
sound samples were collected, thus laying the
groundwork for more comprehensive research.
In this respect, the related study is a good
preliminary study. On the other hand, such a
system should have a much larger dataset and be
run with a new generation operating system with
a greater amount of computing power. Thus, it
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IIporno3yBanusi xgopoou Ilapkincona
3a 10IIOMOI 010 AJIrOPUTMIB Kiaacudikanii NIH0O0KOro HaBYAHHS
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AHnomauia: ckapeu Ha HeBPONOCIUHI PO3NAOU CbO2OOHI NPOOOBIXHCYIOMb 3pocmamu. Y motul e
4ac Q0CHiONCeH s OIAZHOCMUKY Ma Memooi8 NiKY8AHHS 8 MeOUYUHI 30IIbULYIOMbC 3 PO3BUMKOM
mexHono2il. 3i 3pocmanHiam inmepecy 00 yux ooracmeul OViu npo8eodeHi 00CIIONCEHHS PI3HUX CUCTEM
0la2HOCMUKU Ma NOOATLULO20 CNOCMEPENHCEHHS, NO8 A3aHUX i3 X60poboio [lapkincona. 3 yieto memoio
8 YbOMY OOCAIONCEHHI MU BUBHUNU KIACUPDIKAYTIO HADOPY OAHUX, WO CKAAOAEMbC 3 PI3HUX 3aNUCI8
20710CY 0151 KOHCHO20 NAYIEHMA 3 PO3POONIEHOI0 apXimeKmyporo eiubOK020 HA8UAHHS, WoO 0onomMo2mu
y Oinvut 06 ’ekmueniu diaeHocmuyi xeopoou Ilapkincona. Xoua 0na oyinKu 00CHIONCEHHS 8ANCTUBO
3HaUmu pisHi 36VKOGI 3PA3KU KOJNHCHO20 Y0 ’€kma 6 HaAbopi OaHux, He8i0OMO, HACKIIbKU Yi 3anucu
npeocmasiaiomy yci 36yKosi 3anucu ar0ounu. Ilosmoprosani HeluponHi mepedxci, AKi € apXimeKkmyporo
2IUOOK020 HABUAHHSA, € e)eKMUBHOIO CUCMEMOI0, AKA MOJce Q0CASMU BUCOKO20 YCHNIXY 8 2010CO8UX
O0anux i Modice Oymu 8i00aHoI0 nepesasi 8 0iacHOCMuYi ma no0AIbLULOMY CHOCIEPENCEHHI 3d X80POOOIO
Iapkincona. Oouax ye 00CnioHceHHs NOKA3AN0, WO 8 MAKili CMPYKmYypi Mepexci HeobXiOHI Habazamo
Oinvwi ma pizHomanimuiug 0aui 015 nioguenHs pieHs Kiacugixayii, 015 OLIbU MOYHUX NPOSHO3IE8 Y
2any3i MmeOuyuHu ma Ol OUCMAHYIHOL OIa2HOCMUKU.

KarouoBi caoBa: HeiiponereneparuBHuid po3naj, INTYYHHH IHTENEKT, ITHOOKE HaBYAaHHS,
Kacugikaris.
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